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In the last couple of years we have seen a large amount of research in to peer-to-peer systems.  My interests lie in “pure” peer-to-peer systems where a peer-to-peer system has the property that all members/users/participants have a symmetrical role, so there are no centralised resources.

Fundamentally, most peer-to-peer systems can be described as either being structured or unstructured. Loosely, a structured overlay places constraints on the set of nodes (routing state) that each node maintains. Whereas, an unstructured overlay places no such restrictions. Examples of structured overlays are CAN, Chord, Kademlia, Pastry, Tapestry, Viceroy (often referred to as Distributed Hash Tables). An example of an unstructured overlay is Gnutella.

An initial observation is that the understanding of the trade-offs between structured and unstructured overlays is not well studied. It is often stated that structured overlays are more expensive to maintain than unstructured overlays. That structured overlays are more vulnerable to high node churn rates. But is this true? There has been very little investigation of this to date.

My next observation is that much of the current peer-to-peer academic research largely overlooks security issues.  Given the environments these systems operate, it seems likely that some participants will run malicious versions of the software, and that the systems will come under orchestrated attacks. It is interesting to observe that Gnutella-like overlays appear relatively robust to malicious nodes, due to the high degree of redundancy achieved when flooding queries. However, many of the optimisations that are being proposed for Gnutella appear to make it far more susceptible to malicious nodes. Studies and evaluation would be interesting.

I think another interesting area which we are beginning to see some work on is the relationship between the overlay and underlay. What services can an underlay provide to make building overlays cheaper? It is important to tune the overlay to the underlay? For example how many application-level multicast systems are designed to exploit the islands of IP multicast?

I believe that controlling and managing resource utilisation in peer-to-peer systems. In particular, there is currently much interest in incentives in peer-to-peer systems. However, I have not seen many proposals that I find truly compelling. There seems to be several difficult problems, including the issue of auditing nodes: how much bandwidth is a node contributing, is a node routing you requests. It seems difficult to design and build, robust and efficient solutions to these problems.  Also, the use of reputations appears a popular approach, but again many of these schemes see difficult to make robust against malicious users,

Then there are the issues related to applications – and understanding how to exploit peer-to-peer infrastructures. For example, I have read several papers extolling the use of a DHT for a particular application, and then exploiting it in a way which seems somewhat counter intuitive.

There are then finally the pragmatic issues: the need for better simulators with more realistic network topologies, able to scalable to larger numbers of nodes. The need for better workloads and understanding of the workloads that is realistic for these systems. The questions about how these systems run “in the wild” – and the need for reasonable testbeds to evaluate them.  Also, from a truly practical aspect we lack tools to support the development of these applications; we could do with better debuggers and profiling tools. However, most of these issues are generally applicable to many different areas.

The final question: is there anything that we should not be doing? Well, personally, I feel that if your going to design yet another DHT, it needs to have a really convincing motivation. Also, I’m continually being asked the question “why are all deployed p2p systems unstructured” (which I often interpret as why are you doing research on structured ones?). The complexity of structured overlays means that they take longer to develop and understand, and we are now beginning to see several systems out there “in the wild” which use structured overlays. I think over the coming years unstructured overlays will come to dominate.

Finally, the peer-to-peer space is incredibly fast moving meaning that most of what I have written will probably be out of date by the time the workshop takes place (
For more information on Pastry and related peer-to-peer projects visit: http://www.research.microsoft.com/~antr/Pastry
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